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A summary of the public opinion research on misinformation in
the realm of science/health reveals inconsistencies in how the term
has been defined and operationalized. A diverse set of method-
ologies have been employed to study the phenomenon, with
virtually all such work identifying misinformation as a cause for
concern. While studies completely eliminating misinformation
impacts on public opinion are rare, choices around the packaging
and delivery of correcting information have shown promise for
lessening misinformation effects. Despite a growing number of
studies on the topic, there remain many gaps in the literature and
opportunities for future studies.
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The popularity of “misinformation” in the American public
consciousness arguably peaked in 2018 during the lead-up to

the US midterm elections (1). Shortly after the midterms,
“misinformation” was Dictionary.com’s “word of the year” (2),
just 1 y after Collins English Dictionary had granted “fake news”
the same title (3). Interest was driven largely by a focus on politics
and the role that misinformation might have played in influencing
candidate preferences and voting behaviors. However, certainly
more can be said about a topic that has captured the attention of
governments and citizens across the globe. What does “mis-
information” (and the terms that are oftentimes treated synony-
mously) mean? How big of a problem is it in areas outside of
politics, including science and health? What do we know about the
ways in which it impacts citizens? What can be done to minimize
the damage it is doing to public understanding of the key issues of
the day?
In this paper I summarize the literature on misinformation

with a specific focus on academic studies in areas of science and
health. I review the methodological approaches and operation-
alizations employed in these works, explore the theoretical frame-
works that inform much of the misinformation research, and break
down the proposed solutions for combatting the problem, including
the scholarly research aimed at stopping the spread of such content
and lessening its impacts on public opinion. Finally, I discuss ave-
nues for future research. I begin, however, with a discussion of
some of the most common definitions of misinformation (and re-
lated terms) in the communication literature.

Defining “Misinformation”
An exploration of the literature suggests that “misinformation” is
the most commonly employed label for studies focused on the
proliferation and impacts of false information. Part of this has to
do with the fact that misinformation has become something of a
catch-all term for related concepts like disinformation, igno-
rance, rumor, conspiracy theories, and the like.* Its status as a
catch-all term has sometimes resulted in broad use of the con-
cept and imprecise definitions. Much of the earliest work on the
topic would employ the label “misinformation” while failing to
formally define the concept at all (e.g., refs. 4 and 5), treating
misinformation as a known concept.
As misinformation work grew, scholars brought greater struc-

ture to the term. Arguably the most commonly applied definition

of misinformation is the one offered by Lewandowsky et al. (6),
who refer to misinformation as “any piece of information that is
initially processed as valid but is subsequently retracted or cor-
rected” (6). Others have removed the “processing” element from
this definition, describing misinformation as information that is
initially presented as true but later shown to be false (e.g., refs. 7
and 8).
Lewandowsky et al. (9) also draw a line between misinformation

and disinformation. While not the first scholars to do so (e.g., ref.
10), their distinction hinges on intentionality, with misinformation
operating in the unintentional space and disinformation in the
intentional [e.g., “outright false information that is disseminated
for propagandistic purposes” (9)]. Nevertheless, studies have
continued to lean on the term “misinformation” even when
referring to groups who are actively spreading false content for
advocacy purposes (e.g., refs. 11 and 12), illustrative of a lingering
conceptual fuzziness in the literature.
Ignorance differs from mis/disinformation in terms of both how

much an individual knows and the degree of confidence they have
in that knowledge. An ignorant person is not only ill-informed but
realizes they are, while those who are misinformed are usually
confident in their understanding even though it is inaccurate (13,
14). Terms like “myth,” “falsehoods,” and “conspiracy” are less
commonly employed and typically serve as synonyms for the more
general misinformation.

Methodological Approaches and Operationalizations
This next section will focus on how mis/disinformation has been
studied. I will outline five major groupings to this scholarship
(content analyses, computational text analysis, network analyses/
algorithmic work, public opinion surveys/focus groups/interviews,
and experiments) and discuss the common ways mis/disinforma-
tion is operationalized and manipulated. I will save the discussion
of key conclusions for Trends in the Findings.
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Content Analysis. The goal of virtually all of the content analysis
work on mis/disinformation is to diagnose the scope of the prob-
lem. Content analyses with some emphasis on mis/disinformation—
even if the terms are not specifically acknowledged—have been
conducted on a variety of topics, including many health issues.
There is much variation in the mis/disinformation content

analysis work, although nearly all this work focuses on online
sources. Some have focused on returned internet search results.
For example, Hu et al. (15) explored the returned results for skin
condition searches on top internet search engines, searching for
the relative prevalence of product-focused versus educational
websites and the quality of information across those categories of
content. Kalk and Pothier (16) took a unique look at information
searches online, examining returned Google search results for
“schizophrenia” in terms of their readability using the stan-
dardized Flesch Reading Ease classification. Rowe et al. (17)
focused more narrowly on the open question portal on the BBC
website in the immediate aftermath of avian flu’s arriving in the
United Kingdom. Their analysis focused not on the potential for
online content to misinform the public but on the open question
portal as a means of identifying whether and in what areas the
public lacked an adequate understanding of avian flu. Still other
work has taken a slightly different approach by analyzing the
rhetoric and persuasive communication strategies of a specific
population to understand what makes their use of disinformation
effective (e.g., refs. 18 and 19).
Particularly in the 2010s, content analyses of social media

platforms became popular. A collaboration between researchers
in Nigeria and Norway looked at the prevalence of medical mis/
disinformation in Ebola content shared on Twitter, including a
comparison of the potential reach of such content relative to
facts (20). Jin et al. (21) also explored Ebola content on Twitter,
although with a more narrow focus on rumor spread in the im-
mediate aftermath of news of the first case of Ebola in the
United States. Other work has focused on Facebook. Bessi et al.
(22, 23) relied on a sample of 1.2 million individuals on the
platform to better understand how mainstream scientific and con-
spiracy news are consumed and shape communities, including
correlating user engagement with metrics like numbers of Face-
book friends. Content analyses of vaccination-related issues have
been conducted on YouTube videos (24, 25), with such work fo-
cusing on the stance of the video (positive, negative, or neutral to-
ward vaccines) and false links between vaccines and cases of autism.
Perhaps owing to their oftentimes broader focus on issues

outside of mis/disinformation (e.g., the tone of content, the frame
being emphasized, etc.), much content analysis work lacks clear
operationalizations of mis/disinformation and related measures.
The most common operationalizing is a determination of whether
the content contains evidence of factually inaccurate information,
innuendo, or conspiracy theories (e.g., refs. 11, 19–21, and 26–29).
Unfortunately, it is not always clear how the authors are differ-
entiating rumor from fact. Some categorize content by relying
solely on assessments by groups of coders who are considered
experts in the field (e.g., ref. 30), while others, particularly those in
the health communication space, compare content to guidelines
put forth by major health organizations like the Centers for Dis-
ease Control and Prevention (CDC) or the World Health Orga-
nization (e.g., refs. 31 and 32). Still other work is decidedly more
subjective in nature, requiring coders to search for any evidence
that audiences are struggling with or otherwise made confused or
anxious by the content they encounter (e.g., refs. 17 and 33).
These more subjective operationalizations reflect the fuzziness
around our understanding of mis/disinformation and may serve to
overstate the scope of the problem.
Additional work has taken a broader approach to the classi-

fication of content, focusing less on specific pieces of communi-
cation and more on the source of the information. One approach
involves identifying “fake news” pages online and treating all

content from those pages as disinformation (e.g., refs. 22, 23, 34,
and 35). For example, the Bessi et al.’s (22, 23) studies relied on
Facebook pages dedicated to debunking conspiracy theories to
identify “conspiracy news pages,” while other work has relied on
existing databases and projects that track fake news sources (e.g.,
refs. 34 and 35). This approach can, of course, be supplemented by
then examining the content on these “conspiracy” or “fake news”
pages for specific instances of disinformation. A second approach
speculates that a misinformed public is likely to follow given the
focus of content found online (e.g., ref. 15) or the accessibility/
readability of that content (e.g., ref. 16). Rather than explicitly
measure mis/disinformation, these works warn that the oftentimes
product-focused (rather than health- or education-focused) nature
of health websites coupled with the use of jargon and sophisticated
language on those pages may breed a misinformed public. As-
sessments of the conclusions provided by content analyses
should therefore be made with these operational decisions in
mind since some works may not actually be classifying individual
news items, instead deeming all content from a given source as
mis/disinformation.

Computational Text Analysis, Natural Language Processing, and Topic
Modeling. A cousin of the content analysis work noted above is
the work being done through computational text analysis, natural
language processing, and related approaches. While a complete
overview of these methodologies is not feasible, one can generally
think of these as computer-assisted approaches to the thematic
clustering of large-scale textual data. These generally take an in-
ductive approach to data, with computer algorithms identifying
topics or themes based on hidden language patterns in texts (36).
There are various approaches to the clustering of data and a va-
riety of algorithms used for the task (37), but these computational
approaches generally carry with them two key advantages. First,
they conduct reliable content analyses on collections of data that
are too big to code by hand, and thus are an extension of the
content analysis approach noted above. Second, they rely on
machine learning, which allows for the discovery of patterns in
texts that may not be recognized by individual coders (36).
As one example of this work, Bousallis and Coan (38) retrieved

all climate change-focused documents produced by 19 well-known
conservative think tanks and classified them by type and theme
using a clustering algorithm. This approach allowed the authors to
identify, among other things, a misinformation campaign that es-
calated over a 15-y period between 2008 and 2013. Other work in
this space uses these methodologies in concert with various forms
of metadata or existing datasets. For instance, Farrell (39) col-
lected philanthropic data, including lists of conference attendees
and speakers, and combined this information with existing data-
sets of all persons known to be connected to organizations linked
to the promulgation of climate change misinformation between
1993 and 2017. Using natural language processing, he was able to
identify the degree to which persons and organizations linked to
climate mis/disinformation were also integrated into mainstream
philanthropic networks. He also took a similar approach to the
question of corporate funding, combining Internal Revenue Ser-
vice data of Exxon Mobile and Koch Industries funding donations
with collections of government documents and written and verbal
texts from both mainstream news media and groups opposing the
science of climate change (40). Relying on a combination of net-
work science and machine-learning text analysis, this work was
able to not only explain the corporate structure of the climate
change countermovement but also pinpoint its influence on
mainstream news media and politics.

Network Analysis, Algorithms, and Online Tracking. At the same
time that the work identified above was identifying the scope of
the mis/disinformation problem, efforts were being made, largely
through computer technology, to help solve it. A first step in this
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process—the identification of factually inaccurate information
from legitimate news—has become attractive to scholars working
in artificial intelligence and natural language processing. Vosoughi
et al. (41) focused on identifying the salient features of rumors by
examining their linguistic style, the characteristics of the people
who share them, and network propagation dynamics. Other work
has focused on specific features of content, like hashtags, links,
and mentions (42).
Once rumors and false content are identified, the next step is

controlling or stifling their spread. Rumor control studies can be
grouped into two major categories. First, scholars have focused on
garnering a general understanding of how information—factual or
otherwise—is shared and spread online (e.g., refs. 23, 32, 35, 43,
and 44). This work looks at the structure of online communities,
including the strength of ties between community members and
key features of information sources, like whether a source of
content is likely a bot. Patterns in shared content are examined, as
well, including key features of messages that garner engagement
and time series models to better understand the speed at which
information is shared. Bessi et al. (23), for example, focused on
homophily and polarization as key triggers in the spread of con-
spiracies, while Jang et al. (44) focused on the differences in au-
thorship between fake and real news and the alterations that each
go through as they are shared online.
The second major approach to rumor control work focuses on

identifying critical nodes in social networks and either removing
them from the network or combatting their effects via informa-
tion cascades. These works focus heavily on building and testing
algorithms that can be automatically applied to large-scale data
so as to identify and deal with critical nodes both quickly and at
low costs. As one example, a group of researchers looked at
information cascades as a method for limiting the spread of mis/
disinformation (45). Their approach focuses on stifling the
spread of false information by identifying it early, seeding key
nodes in a social network with accurate information, and allowing
those users to spread the accurate information to others before
they are exposed to the false content.
The operationalization of mis/disinformation in these works

generally follows that noted for content analyses. In fact, work in
this area often includes a content analysis component for iden-
tifying mis/disinformation and the major sources of such content.
Once mis/disinformation has been identified the authors model
the information and run simulations on the data.

Public Opinion Surveys/Focus Groups/Interviews. Surveys and focus
groups are popular for understanding how different population
groups perceive or are vulnerable to the problems of mis/disin-
formation. Studies of expert populations are common in the space
of healthcare and disease. For example, Ahmad et al. (46) con-
ducted focus groups with physicians to learn more about the ben-
efits and risks of incorporating internet-based health information
into routine medical consultations. A similar approach was taken
by Dilley et al. (47), who employed surveys and structured inter-
views with physicians and clinical staff to learn more about the
barriers to human papillomavirus vaccination.
The bulk of survey, focus group, and interview work in this

area, however, has focused on lay audiences. Nyhan (13) focused
on public misperceptions in the context of healthcare reform,
relying on secondary survey data to show how false statements
about reform by politicians and media members were linked to
misperceptions among American audiences. Silver and Matthews
(48) relied on semistructured interviews with survivors of a tor-
nado to learn more about the spread of (mis)information in the
aftermath of a disaster, while Kalichman et al. (49) surveyed over
300 people living with HIV/AIDS to assess their vulnerability to
medical mis/disinformation.
Mis/disinformation is generally operationalized in similar ways

in surveys, focus groups, and interviews. The work with expert

populations will often employ attitudinal measures to understand
how experts view the size of the problem within a given topic area
(e.g., refs. 46, 47, 50, and 51). The work with lay audiences will
more often employ measures of factual knowledge—for example,
true/false items about the causes, symptoms, and possible cures for
a given disease or virus (12, 52–54)—or perceived knowledge or
concerns (e.g., refs. 53 and 55), which might ask respondents to
report how much they believe they know about a topic, or how big
a problem they believe inaccurate information to be. Other work
has utilized quasi-experimental stimuli to assess a respondent’s
susceptibility to false content by exposing participants to different-
quality webpages before asking them to rate the pages in terms of
believability and trust (49). Finally, attempts have been made to
distinguish mere ignorance from actual mis/disinformation by
analyzing not only whether an individual holds a misperception
but how strongly that misperception is tied to their self-assessed
knowledge of the topic (13).

Experiments.With the possible exception of content analysis work,
experiments have been the most popular methodological ap-
proach to the issue of mis/disinformation. It is worth noting that
most experiments have tended to focus on misinformation in the
form of honest journalist or witness mistakes, rather than more
flagrant attempts to deceive (i.e., disinformation). Much of this
work has explored the role of retractions or corrections in less-
ening the continued influence of misinformation in the minds of
the public, but other approaches have been employed, including
inoculating people to misinformation prior to exposure (e.g., refs.
56 and 57), providing participants with myth–fact sheets or event
statements that correct the misinformation (58–60), and using the
“related links” feature on Facebook, or subsequent posts in a
social media newsfeed, to provide alternative viewpoints on the
topic (61–63).
Some work has avoided the use of retractions or inoculating

information altogether by looking at intervention materials for
areas where misperceptions are already common, such as vac-
cines (64). Still other work falls outside this general framework.
Rather than attempting to reverse misperceptions in people’s
minds, Nyhan and Reifler (65) used a mailed reminder of fact-
checking services to see if the reminder would deter politicians
from making false statements on the campaign trail.
Experimental work generally operationalizes mis/disinforma-

tion in one of several ways. First, it is oftentimes a manipulated
variable, with the most common manipulations taking the form
of providing a false piece of information to experimental par-
ticipants. These are typically real or constructed news articles or
“dispatches” (e.g., refs. 66 and 67) but might also be brief posts
or headlines shared on social media (e.g., ref. 68), generic state-
ments or statistics (e.g., refs. 60 and 69), quotes from a politician
(e.g., ref. 70), or recordings of news reports (e.g., ref. 71). After
exposure, participants will receive some form of retraction notice,
thus turning the original information into misinformation.
Misperceptions are typically assessed after exposure to an

experimental stimulus through some form of factual knowledge
questions, attitudinal items, or inference queries. Factual knowl-
edge questions might take the form of basic fact-recall items based
on information in the communication to which the participant was
exposed (e.g., “On which day did the accident occur?”; ref. 58).
These are similar to the measures employed in survey work, and
might take the form of true–false items. Some work assesses fact-
recall with response booklets, where participants are asked to
provide as many event-related details as possible to provide a
complete account of the event (e.g., ref. 58).
Attitudinal items are usually posed around the key compo-

nents of the shared mis/disinformation. For instance, a study
about the false link between vaccines and autism first presented
participants with misinformation then corrected that information
in one of several ways before measuring attitudes related to the
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misinformation through a series of agree–disagree items (e.g.,
“Some vaccines cause autism in healthy children” or “If I have a
child, I will vaccinate him or her”; ref. 61).
Inference questions are generally open-ended and allow a

respondent to either reference the inaccurate content they were
originally given, reference the correction to that information, or
avoid the context altogether. In their study of a fictitious minibus
accident, Ecker et al. (58) asked participants the following in-
ference question: “Why do you think it was difficult getting both
the injured and uninjured passengers out of the minibus?”
Having first misinformed participants by noting that the pas-
sengers were elderly, and then later correcting that information,
a reference to the advanced age of the passengers would be
evidence of misinformation.
Finally, unique approaches to studying mis/disinformation re-

quire unique approaches to measuring outcomes. The Nyhan and
Reifler (65) study that used a reminder of fact-checking to see if it
deterred politicians from making false statements measured how
dishonest the politicians were in their later statements by turning to
PolitiFact ratings and searching LexisNexis for any media articles
that challenged a statement by any of the legislators in the study.

Theoretical Underpinnings
The Continued Influence Effect. The backbone of a significant
number of studies of mis/disinformation, particularly many of the
experimental approaches built around correcting the effects of
misinformation on the public, is the so-called continued influ-
ence effect (CIE). The CIE refers to the tendency for informa-
tion that is initially presented as true, but later revealed to be
false, to continue to affect memory and reasoning (59). A rela-
tively small group of researchers have made the most headway in
this space, primarily exploring the CIE in news retraction and
correction studies (e.g., refs. 6, 58–60, 66, 67, and 71–73).
There are multiple proposed explanations for the CIE. The

first concerns “mental event models” (74, 75). People are said to
build mental models of events as they unfold. However, in doing
so, they are reluctant to dismiss key information, such as the
cause of an event, unless a plausible alternative exists to replace
the dismissed information. If no plausible alternative is available,
people prefer an inconsistent model over an incomplete one,
resulting in a continued reliance on the outdated information.
The second explanation for the CIE is focused on retrieval

failure in controlled memory processes (6). This process can be
relatively simple, such as misattributing a specific piece of in-
formation to the wrong source (e.g., recalling the subsequently
retracted cause of a fire but thinking that information came from
the credible police report), or it might be rather complex, having
to do with dual-process theory and the automatic versus strategic
retrieval of information from memory (76). While a complete
overview of dual-process theory is beyond the scope of this pa-
per, this explanation largely focuses on a breakdown in the
encoding and retrieval process in memory due to things like time
pressure or cognitive overload (73). In short, how we encode
information impacts how quickly and with what accuracy we will
retrieve information at a later time.
A third explanation for the CIE concerns processing fluency

and familiarity. Oftentimes, in producing a retraction we repeat
the initial false information, which may inadvertently increase the
strength of that information in the receiver’s memory and their
belief in it by making it more familiar (73). When the receiver is
later called upon to recall the event, the mis/disinformation is
more easily recalled, thereby giving it greater credence. Finally,
there is some evidence that the CIE might be based on reactance
effects, whereby people do not like being told what to think and
push back when they are told to disregard an earlier piece of in-
formation by a retraction. This explanation has been largely tested
in courtroom settings where jurors are asked to disregard a piece
of evidence after being told it is inadmissible (6).

Motivated Reasoning. Since at least the mid-20th century, scholars
have noted that partisans are selective in both their choice and
processing of information. The biased processing of content has
come to be known as “motivated reasoning.” Motivated rea-
soning has become a popular concept in mis/disinformation re-
search, particularly for issues with a strong partisan divide (e.g.,
refs. 13, 61, 66, 72, and 77).
Several mechanisms have been proposed to explain motivated

reasoning, including the prior attitude effect, disconfirmation
bias, and confirmation bias (78). The prior attitude effect occurs
when “people who feel strongly about an issue . . . evaluate sup-
portive arguments as stronger and more compelling than opposing
arguments” (78). Disconfirmation bias argues that “people will
spend more time and cognitive resources denigrating and
counterarguing attitudinally incongruent than congruent argu-
ments” (78). Individuals are engaging in confirmation bias
when they choose to expose themselves to “confirming over
disconfirming arguments” when they are given freedom in their
information choice (78). Additional work has expanded upon the
mechanisms noted here. For instance, Jacobson’s (79) selective
perception argues that “people are more likely to get the message
right when it is consistent with prior beliefs and more likely to miss
it when it is not” (79), while his selective memory suggests that
“people are more likely to remember things that are consistent
with current attitudes and to forget or misremember things that
are inconsistent with them” (79). In the context of mis/disinfor-
mation, motivated reasoning can help explain why some people
may be resistant to new information that, for example, contradicts
a believed link between vaccinations and autism (64).

Other Concepts Common to the Literature. Factors related to the
CIE and motivated reasoning that are also common in the mis/
disinformation literature include echo chambers (“polarized groups
of like-minded people who keep framing and reinforcing a shared
narrative”; ref. 80), filter bubbles (“where online content is con-
trolled by algorithms reflecting user’s prior choices”; ref. 44),
worldviews (audience values and orientation toward the world,
including their political ideology; ref. 6), and skepticism (the de-
gree to which people question or distrust new information or in-
formation sources; ref. 6). These concepts generally help explain
the resistance to correcting information that forms the foundation
of the CIE.

Trends in the Findings
How Big Is the Problem? As noted, content analysis work and
computational text analyses have helped scholars better under-
stand the scope of the mis/disinformation problem. A complete
summary of the studies in this space is not feasible; however,
some patterns are worth noting. First, there is often convergence
in results even with vastly different approaches to studying the
problem. The work on vaccine mis/disinformation represents one
area where scholars have generally coalesced in their research
findings. For example, Basch et al. (24) explored videos about
vaccines on YouTube and found that a strong percentage
reported a link between vaccines and autism, a finding that was
echoed by Donzelli et al. (25) in their exploration of the same
topic and platform. Those findings have been complemented by
Moran et al. (19) and Panatto et al. (11), who identified similar
false claims about links between vaccination and autism and Gulf
War syndrome, respectively, in their samples of web pages.
Computational analyses focused on climate change communica-
tion have also generally identified problems with mis/disinforma-
tion. For example, Boussalis and Coan (38) found increases in
climate change mis/disinformation over time, arguing that the “era
of science denial” is alive and well, while Farrell (36) found evi-
dence that organizations that produce climate contrarian texts
exert strong influence within networks and therefore wield great
power in the spread of information.
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At the same time, results have not always been consistent,
even when exploring the same issue within the same medium.
For instance, researchers conducted a search of “Ebola” and
“prevention” or “cure” on Twitter, a search that returned a large
set of tweets, of which 55% were said to contain medical mis/
disinformation with a potential audience of more than 15 million
(as compared to about 5.5 million for the medically accurate
tweets) (20). Also on Twitter, Jin et al. (21) looked at rumor
spread in the immediate aftermath of news of the first case of
Ebola in the United States. They found rumors to represent a
relatively small fraction of the overall Ebola-related content on
the platform. They also found evidence that rumors typically
remain more localized and are less believed than legitimate news
stories on the topic. All told, the work focused on identifying the
scope of the mis/disinformation problem, while oftentimes varying
in approach, has consistently found evidence for at least some
degree of concern, although pinpointing the exact nature of the
problem has proven difficult.

Combatting the Spread of Misinformation. Computational analyses,
including algorithm creation, have allowed for a better under-
standing of how mis/disinformation spreads, particularly in the
online environment. This work is promising for alerting people
to likely pieces of false content and has potential for limiting its
spread. Vosoughi et al. (41) focused on mis/disinformation
identification. They explored the linguistic style of rumors, the
characteristics of the people who share them, and network prop-
agation dynamics to develop a model for the automated verifica-
tion of rumors. They tested their system on 209 rumors across
nearly 1 million tweets and found they were able to correctly
predict 75% of the rumors, and did so faster than any other public
source. Similarly, Ratkiewicz et al. (42) created the “Truthy”
system, which identified misleading political memes on Twitter
through tweet features like hashtags, links, and mentions.
The work on rumor control has also yielded important findings.

Pham et al. (81) developed an algorithm for identifying a set of
nodes in a social network that, if removed, will severely limit the
spread of mis/disinformation. The authors claim that their ap-
proach is not only efficient but a cost-effective tool for combatting
mis/disinformation spread. Similar algorithms have been devel-
oped by Saxena et al. (82) and Zhang et al. (83). In each case, the
authors argue that their algorithmic approach can dramatically
disrupt information spread, preventing exposure to a large number
of nodes. Of course, the question with these works, and others not
outlined here, is how nodes will ultimately be removed from a
network, and under what circumstances it is ethically and legally
feasible to remove or silence a social media user.
Perhaps because of these questions, Tong et al. (45) focused

on stifling the spread of mis/disinformation by identifying it
early, seeding key nodes in a social network with accurate in-
formation, and allowing those users to spread the accurate in-
formation to others before exposure to the false content. Their
approach was found effective for rumor blocking, suggesting
there are multiple promising avenues for identifying and con-
trolling the spread of mis/disinformation online.

Combatting Misinformation within Members of the Public. Arguably
the most extensive work aimed at combatting misinformation is
the experimental work on retractions and corrections, usually
in the context of the CIE. Once again, this work has generally
focused on honest mistakes in reporting rather than more de-
liberate attempts to deceive, which is likely to impact how re-
ceptive audiences are to correcting information. Work in this
space has focused on altering the impact of a retraction by being
more clear and direct with its wording (74), repeating it multiple
times (84), altering the timeline for the presentation of the re-
traction (74, 85), and providing supplemental information along-
side it (i.e., giving reasons why the misinformation was first

assumed to be factual; ref. 86). Other work has focused on the
emotionality of the misinformation (87) or has manipulated
how carefully a respondent is asked to attend to the presented
information (88).
Virtually no work has been successful at completely elimi-

nating the effects of misinformation; however, some studies have
shown promise for reducing misperceptions. Among the most
promising involves delivering warnings at the time of initial ex-
posure to the misinformation (6). Ecker et al. (58) found that a
highly specific warning (a detailed description of the CIE) re-
duced but failed to fully eliminate the CIE. A more general
warning having to do with the limitations of fact checking in
media did very little to reduce reliance on misinformation. Cook
et al. (56), as well as van der Linden et al. (57), have found
promising evidence that audiences can be inoculated against the
effects of false content by providing very specific warnings about
issues like false-balance reporting and the use of “fake experts.”
It is worth noting that warnings are most effective when they are
administered prior to mis/disinformation exposure (89).
The repetition or strengthening of retractions has been found

to reduce, but again not eliminate, the CIE (6). The best evi-
dence of this is from a study by Ecker et al. (73), who varied both
the strength of the misinformation (one or three repetitions) and
the strength of the retractions (zero, one, or three repetitions).
Their experiments revealed that after three presentations of
misinformation a single retraction served to lessen reliance on
misinformation, with three retractions reducing it even further.
However, the repetition of misinformation also had a stronger
effect on thinking than the repetition of the retraction (73).
Therefore, efforts to correct a misperception through repetition
of a retraction might actually result in boomerang effects as re-
tractions oftentimes involve repeating the original misinformation
(90). Further, there is at least some evidence that the repetition of
a retraction produces a “protest-too-much” effect, causing mes-
sage recipients to lose confidence in the retraction (86).
The provision of alternative narratives has also shown promise

for reducing the CIE. An alternative narrative fills the gap in a
recipient’s mind when a key piece of evidence is retracted (e.g.,
“It wasn’t the oil and gas [that caused the fire], but what else
could it be?”; ref. 6). There is some fMRI data that corroborates
this theory as it found that the continued influence of retracted
information may be due to a breakdown of narrative-level in-
tegration and coherence-building mechanisms implemented by
the brain (71). To maximize effectiveness, the alternative nar-
rative should be plausible, should account for the information
that was removed by the retraction, and should explain why the
misinformation was believed to be correct (6).
Other factors that have been tested include recency and pri-

macy effects, with recency emerging as a more important con-
tributor to the persistence of misinformation as people generally
rely more on recent information in their evaluations of retrac-
tions (59). Familiarity and levels of explanatory detail have also
been tested (60). The authors found that providing greater levels
of detail when correcting a myth produced a more sustained
change in belief. They also found that the affirmation of facts
worked better than the retraction of myths over the short term (1
wk), but not over a longer term (3 wk), and that this effect was
most pronounced among older rather than younger adults. It is
also worth noting that combining approaches can enhance their
effects. For example, merging a specific warning with a plausible
alternative explanation can further reduce the CIE compared
with administering either of those approaches separately (58).
Source work has also been popular for combatting the effects

of false information. For instance, having the refutation of a
rumor come from an unlikely source, such as someone for whom
the refutation runs counter to their personal or political inter-
ests, can increase the willingness of even partisan individuals to
reject the rumor (66). It is worth noting, however, that the author
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conducted a content analysis of rumor refutation by unlikely
sources in the context of healthcare reform and found it to be an
exceedingly rare event.
Driven by its role in the proliferation of mis/disinformation,

Bode and Vraga (61) have focused their correction studies on
social media. One study did so using the “related stories” func-
tion on Facebook. This work presented participants a Facebook
post that contained inaccurate content and then manipulated the
related stories around it to either 1) confirm, 2) correct, or 3)
both confirm and correct that information. The analysis revealed
a significant reduction in misperceptions among those partici-
pants who received content designed to correct it. They later
looked at source credibility in the context of information shared
on Twitter and found that while a single correction from another
social media user failed to significantly reduce misperceptions, a
single correction from the CDC could impact misperceptions
(62). In fact, corrections from the CDC worked best among those
with the highest levels of initial misperception. They further in-
vestigated whether providing a source was necessary to curb
misperceptions by having two individual commenters discredit
the information in a Facebook and Twitter conversation (68). In
one condition those users provided a link to debunking news
stories from the CDC or Snopes.com, while in the other they did
so without reference to any outside sources. Their results suggest
a source is needed to correct misperceptions.
Finally, outside of factors related to the misinformation itself

or the retraction, individual-level differences have also been
tested in the context of the CIE and misinformation correction
studies, including racial prejudice (72), worldview and partisan-
ship (70, 91), and skepticism (92), with mixed results scattered
across studies.

Gaps in the Literature and Moving Forward
While misinformation remains a relatively new topic of public
concern, scholars have been addressing issues in this space for
quite some time. The result is a large body of literature, but one
with significant gaps. Perhaps most worrisome is that much of
the work has focused on combatting misinformation, and, im-
portantly, not disinformation. This distinction is subtle, but im-
portant. The bulk of the studies focused on the CIE, for instance,
have focused on small journalistic errors in reporting (e.g.,
misrepresenting the cause of a fire) and have largely avoided
issues characterized by more deliberate attempts to deceive and
persuade. Of course, the major controversy surrounding false
information has less to do with honest errors in writing and much
more to do with deliberate attempts to deceive. The early re-
traction studies (e.g., refs. 58 and 87) have provided a strong
foundation of initial findings, but we must push these further
with highly partisan issues and audiences.
Related to the point above, relatively few studies have ex-

plored methods for inoculating individuals from mis/disinfor-
mation. As noted, progress has been made in this space with
regard to issuing warnings about things like the CIE prior to
misinformation exposure (58). Other work has explored factors
like false-balance reporting and the use of “fake experts,” also
with promising results (56, 57). While such work does not always

completely prevent mis/disinformation from taking hold, it does
present a promising avenue for better understanding the causes
of mis/disinformation and ways to prevent its spread.
A third gap in the literature, one articulated by Lewandowsky

et al. (6), has to do with the relative dearth of studies focused on
individual-level differences that exacerbate or attenuate things
like the CIE. The authors specifically reference intelligence,
memory capacity and updating abilities, and tolerance for ambi-
guity as factors worthy of research attention. However, other fac-
tors, including elaborative processing, social monitoring, and a host
of variables related to media use and literacy, also remain untested.
Greater attention should also be paid to the role of emotion in
both the processing of mis/disinformation and its spread (6).
A fourth gap in the literature has to do with better under-

standing the mechanisms that explain the persistence of mis/
disinformation in our minds. Different pathways have been
suggested for explaining why mis/disinformation is so difficult
to combat. However, relatively few studies have attempted to
test competing theories, instead choosing to speculate on ex-
planations post hoc. The functional MRI work of Gordon et al.
(71) is both an interesting approach and promising step in fur-
thering our understanding of information persistence. Without
more definitive attempts to explain the process through which
mis/disinformation seemingly infects our brains, we are doomed
to continue the uphill battle against this content.
A common thread in much of the literature cited in this paper

is a focus on individuals—typically everyday citizens—and their
perceptions. Of course, mis/disinformation can also influence
other populations, including political elites, the media, and fund-
ing organizations. Indeed, it is arguably most impactful when these
audiences are reached as they represent potentially powerful
pathways to political influence. Unfortunately, there is a relative
dearth of work in this space, at least as compared to studies fo-
cused on individual perceptions. Notable exceptions can be found
in some of the computational work focused on climate change
countermovements (e.g., refs. 36 and 38–40). For example, Brulle
(93) recently examined the network of political coalitions, in-
cluding those in coal and oil and gas sectors, to better understand
the organization and structure of a movement opposed to man-
datory limits on carbon emissions. Further work focused on the
nature and makeup of networks involved in the spread of false
content is an especially fruitful path for future research.
Finally, it is worth noting that addressing any of the above gaps

in the literature will be very difficult without paying greater at-
tention to issues of conceptualization and operationalization that
plague many of the key concepts in the space. Far too many
studies have defined or measured misinformation in ways that
are actually reflective of different concepts, including disinfor-
mation, ignorance, or misunderstandings. A necessary first step
in improving our understanding of mis/disinformation impacts
and combatting their negative effects, therefore, is to clearly and
appropriately define what we mean by key terms and how we
should be measuring them in empirical studies of the topic.

Data Availability Statement. There are no data associated with the paper.
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